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ABSTRACT—

Shape recognition [10] is one of the key aspects in Computer Vision. From different point of views the problems of

object recognition have been resolved and some of the modification in the recognition technique is still going on. The
proposed framework uses the efficient feature extraction methods like scale invariant feature transform (SIFT)[4],
local binary pattern[5] and geometric feature extraction[10] method for shape based feature extraction Then the
matching is achieved by incorporating descriptor ratio method. The performance of the proposed method is proved to
be more efficient than the existing framework by providing classification accuracy. Combining different shape and
texture features extracted from the images enhance the accuracy of the system. The proposed work can be applicable
in the field of agriculture field, botanical gardening, herbal plants.
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l. INTRODUCTION
More and more images have been generated in digital form around the world. There is a growing interest in finding
images in large collections or from remote databases. In order to find an image, the image has to be described or
represented by certain features. Shape [10] is an important visual feature of an image. Searching for images using shape
features has attracted much attention.
Interest in the potential of digital images has increased enormously over the last few years, fuelled at least in part by the
rapid growth of imaging on the World-Wide Web. Users in many professional fields are exploiting the opportunities
offered by the ability to access and manipulate remotely-stored images in all kinds of new and exciting ways.
However, they are also discovering that the process of locating a desired image in a large and varied collection can be a
source of considerable frustration. The problems of image retrieval are becoming widely recognized, and the search for
solutions an increasingly active area for research and development.

1.1-Problem in Traditional Methods of Image Extraction:

Problems with traditional methods of image indexing have led to the rise of interest in techniques for retrieving images
on the basis of automatically-derived features such as colour, texture and shape — a technology now generally referred to
as Content-Based Image Retrieval (CBIR). After a decade of intensive research, CBIR [1][8] technology is now
beginning to move out of the laboratory and into the marketplace, in the form of commercial products like QBIC.
However, the technology still lacks maturity, and is not yet being used on a significant scale. In the absence of hard
evidence on the effectiveness of CBIR [10][1] techniques in practice, opinion is still sharply divided about their
usefulness in handling real-life queries in large and diverse image collections. Nor is it yet obvious how and where CBIR
[1] techniques can most profitably be used.

1.2-Image Extraction on the basis of their Shapes:

Content based image retrieval (CBIR) is one of the hotspots of the current multimedia retrieval technology. CBIR
directly analyse image content, such as colour, shape, texture and describe images with reasonable features, which makes
the retrieval more efficiently and adaptively with human Image shape is one of most important visual features. Therefore,
shape-based image retrieval is an important aspect in content-based image retrieval, which extracts shape feature of the
image and retrieve relevant images by computing the similarity of shape feature. Shape is an important visual feature and
it is one of the basic features used to describe image content. Shape representation and description is a difficult task. This
is because when a 3-D real world object is projected onto a 2-D image plane, one dimension of object information is lost.
As a result, the shape extracted from the image only partially represents the projected object. To make the problem even
more complex, shape is often corrupted with noise, defects, arbitrary distortion, occlusion. Shape [1] is also an important
low level feature in image retrieval system; since an object, in most cases, can form by a set of shapes (i.e. a car is
consisted of few rectangles and a few circles), most similar objects have a high correlation in the set of shapes. Shape-
based image retrieval should extract the shapes from images by segmentation and classify the shape, where each shape
should variant to scaling, rotation and translation. In shape-based image retrieval the user need to choose a reference
image or sketch a desired shape, since the user may not only want the shape the exact matched, so shape based image
retrieval should be able to identify similar shapes. Initial CBIR systems were developed to search databases based on
image color, texture, and shape properties [10]. After these systems were developed, the need for user-friendly interfaces
became apparent. Therefore, efforts in the CBIR field started to include human-centered design that tried to meet the
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needs of the user performing the search. This typically means inclusion of: query methods that may allow descriptive
semantics, queries that may involve user feedback, systems that may include machine learning, and systems that may
understand user satisfaction levels.

1.3-Problem in feature extraction in leaf image:

Plants exist everywhere we live, as well as places without us. Many of them carry significant information for the
development of human society. The urgent situation is that many plants are at the risk of extinction. So it is very
necessary to set up a database for plant protection. We believe that the first step is to teach a computer how to classify
plants. Compared with other methods, such as cell and molecule biology methods, classification based on leaf image is
the first choice for leaf plant classification. Sampling leaves and photoing them are low-cost and convenient. One can
easily transfer the leaf image to a computer and a computer can extract features automatically in image processing
techniques. Some systems employ descriptions used by botanists. But it is not easy to extract and transfer those features
to a computer automatically. This paper tries to prevent human interference in feature extraction. It is also a long
discussed topic on how to extract or measure leaf features. That makes the application of pattern recognition in this field
a new challenge. According to, data acquisition from living plant automatically by the computer has not been
implemented. Several other approaches used their pre-defined features. Miao et al. proposed an evidence-theory-based
rose classification based on many features of roses. Gu et al. tried leaf recognition using skeleton segmentation by
wavelet transform and Gaussian interpolation. Wang et al. used a moving median center (MMC) hypersphere classifier.
Similar method was proposed by Du et al. Their another paper proposed a modified dynamic programming algorithm for
leaf shape matching. Ye et al. compared the similarity between features to classify plants.

Approximately 350,000 species of plants exist on earth, and they share a very close relationship to human beings. Plants
play a major role in various areas, such as food, medical science, industry, and the environment. However, many species
of plants are endangered because of environmental pollution due to the rapid development of human society. Therefore,
it is very important to study automatic plant classification and recognition for plant protection.

ImageCLEF organization plays an important role in plant classification and its key issue lies in whether selected features
are stable and have good ability to discriminate different kinds of leaves.

1. MATERIAL AND METHOD USED
The overview of the system is shown in Fig.1. The leaf image is first converted from RGB to GRAY level value. Then
Local Binary Pattern method [5][6][7][9]is applied on image to create image patches for finding region of interest and
convert into histogram to match with dataset leaf images. The filtered output image is given as the input to Scale
invariant feature transform (SIFT) algorithm[4] to make it scale, rotation invariant. Keypoints/extremas are extracted
from SIFT[4] and Key point elimination is done using corner detection approach. Finally Leaf images are retrieved using
Descriptor Ratio Matching.
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Fig .1 Overall Identification System Diagram
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2.1- Convert in gray level:
This is the first step in which given input leaf image convert in corresponding gray value. Gray level value represents the
pixel information in particular location of given leaf image range from (0-255).

2.2- local binary pattern:

Local binary pattern method is a texture [7] [9] analysis method. Local binary patterns (LBP) are a type of feature used
for classification in computer vision. LBP is the particular case of the Texture Spectrum model proposed in 1990. LBP
was first described in 1994. It was firstly introduced by Ojala et al. LBP operators have to show the powerful
classification of image texture. It has since been found to be a LBP is combined with the Histogram of oriented gradients
(HOGQ) classifier; it improves the detection performance considerably on some datasets In LBP texture analysis operator
is defined as a gray-scale invariant texture measure that derived from a general definition of texture in a local
neighborhood.

Texture of a plant may be due to having many veins in different directions or parallel lines of different colors. Local
binary patterns (LBP) is a type of feature used for classification in computer vision. LBP is the particular case of the
Texture Spectrum model proposed in 1990[5][6].

One of the most popular texture analysis operators is Local Binary pattern (LBP)[9].It is a gray-scale invariant texture
measure computed from the analysis of a 3x3 local neighborhood over a central pixel. The LBP[7] is based on a binary
code describing the local texture pattern. This code is built by thresholding a local neighborhood by the gray value of its
center. The eight neighbors are labeled using a binary code {0,1} obtained by comparing their values to the central pixel
value. If the tested gray value is below the gray value of the central pixel, then it is labeled O, otherwise it is assigned the
value 1 this can be expressed in mathematical function:

1 ifz>0,
LBP;”_ZS' — 92, 8(z) = B
0 otherwise.

Here g (i,c) are the neighbourhood points of a central pixel value, by using these values we can find the value of LBP of
corresponding to central pixel. Fig-2 shows how to calculate the LBP of central pixel
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Fig 2- calculation of LBP with their corresponding neighbourhood pixels value
An LBP [5] [6] code for a neighborhood was produced by multiplying the threshold values with weights given to the
corresponding pixels, and summing up the result (Figure.2.1). Since the LBP was, by definition, invariant to monotonic
changes in gray scale, it was supplemented by an orthogonal measure of local contrast. Figure - shows how the contrast
measure (C) was derived. The average of the gray levels below the center pixel is subtracted from that of the gray levels
above (or equal to) the center pixel. Two-dimensional distributions of the LBP and local contrast measures were used as
features. The operator was called LBP/C.

An example of computing LBP and C in a 3x3 neighborhood:

example thresholded weights
6 5 2 1 0 1 .
Important properties:
7 6 1 1 128
0 * LBP is invariant to any
9 8 7 1 1 64 monotonic gray level change
Pattern = 11110001 « computational simplicity
LBP=1+16+32+064+ 128= 241
C = (6+7+8+9+7)/5 - (5+2+1)/3 = 4.7

Fig 2.1 -Calculation of original LBP code and a contrast measure
Finally found feature vector can now be processed using the Support vector machine or some other machine-learning
algorithm (here we use neural network to train image with dataset image) to classify images. Such types of classifiers can
be used for face recognition or texture analysis.
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2.3-Geometric Feature Selection:

Shape recognition is important for image retrieval. The selection of shape features and recognition model would directly
affect the effectiveness of shape recognition. With the shape features, image shape is recognised with geometric features.
Basically, shape-based image retrieva[11] [12]1 consists of measuring the similarity between shapes represented by their
features. Some simple geometric features can be used to describe shapes. Usually, the simple geometric features can only
discriminate shapes with large differences; therefore, they are usually used as filters to eliminate false hits or combined
with other shape descriptors to discriminate shapes. They are not suitable to be stand alone shape descriptors.

Efficient shape feature [11] [12] [10] must present some important features like:

e Shape should be identifiable means shapes which are found perceptually similar by human have the same
features that are different from others.

e Changing in shapes through scaling, rotation, translation does not affect the extracted feature.

e Shapes should show the affine invariance. Affine transform performs linear mapping from one co-ordinate
system to other co-ordinate system for preserve the straightness and parallelism of lines of given shapes.
Retrieve feature should be invariant as possible as affine transform.

e Extracted feature from shapes should be robust as possible against noise, means pattern does not affected
through noise.

e If some part of shape are missed or occult with some other object, then it’s not affected the extracted feature of
shapes of given object.

e  Shapes must show static independence with other shape.

A number of new techniques have been proposed in recent years. There are 2 main image classification methods are
given as follows:

e Contour-based methods and region-based methods: This is most common method for finding features of leaf
images. It is proposed by MPEG-7. It is based on the use of shape boundary points as opposed to shape interior
points. Under each class, different methods are further divided into structure approach and global approach,
these sub class represent shapes either whole or segment view.

e Space domain and transform domain: this method represents shape in space domain for match shape on point
basis, while feature domain technique match shape on their feature (vector) basis.

Shape parameter: Basically, shape-based image retrieval consists of measuring the similarity between shapes
represented by their features. Some simple geometric features [10] can be used to describe shapes. Usually, the simple
geometric features can only discriminate shapes with large differences; therefore, they are usually used as filters to
eliminate false hits or combined with other shape descriptors to discriminate shapes. They are not suitable to be stand
alone shape descriptors. A shape can be described by different aspects. These shape parameters are Center of gravity,
Axis of least inertia, Digital bending energy, Eccentricity, Circularity ratio, Elliptic variance, Rectangularity, Convexity,
Solidity, Euler number, Profiles, Hole area ratio. They will be introduced in below section.

We describe geometric and digital morphological features in order to leaf feature extraction. We extract four basic
geometric features as leaf length, leaf width, leaf area, leaf perimeter.

2.3.1-length:
Given leaf image, the two terminals of the main vein of the leaf via mouse click. The distance between the two terminals
is defined as the physiological length. It is denoted as Lp[12].

2.3.2-width:

Given leaf, Drawing a line passing through the two terminals of the main vein, one can plot infinite lines orthogonal to
that line. The number of intersection pairs between those lines and the leaf margin is also infinite. The longest distance
between points of those intersection pairs is defined at the physiological width. It is denoted as Wp[12] fig 3 shows the
leaf length and width.
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Fig:3 leaf length and leaf width
2.3.3-Area: The value of leaf area is easy to evaluate, just counting the number of pixels of binary value 1 on smoothed
leaf image. It is denoted as A
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2.3.4-Perimeter: Denoted as P, leaf perimeter is calculated by counting the number of pixels consisting leaf margin.

2.3.5-Eccentricity: Eccentricity [12] is the measure of aspect ratio. It is the ratio of the length of major axis to the
length of minor axis. It can be calculated by principal axes method or minimum bounding rectangle method.

2.3.6-Convexity: Convexity[12] is defined as the ratio of perimeters of the convex hull OConvexhull over that of the
original contour O .
O COnveT
C'onvexity = —Cemvesiiuh
Q
2.3.7-Centroid: The center of gravity[12] is also called centroid. Its position should be fixed in relation to the shape. In
shape recognition field, it is of particular interest to consider the case where the general function f(x, y) is

1 2f () €D

0 otherwise

flx,y) =

Where D is the domain of the binary shape. Its centroid (gx, gy) is:

= 1 N -
gu= STV @
2 1 N
v = W i=1 Hi
Where N is the number of point in the shape, (xi, yi) € {(xi, yi) | f(xi, yi) = 1}.

2.3.8-Convex-hull: In this approach shape is represented by a series of convex hulls. The convex hull H of a region is
its smallest convex region including it. In other words, for a region S, the convex hull conv(S) is defined as the smallest
convex set in R2 containing S. In order to decrease the effect of noise, common practice is to first smooth a boundary
prior to partitioning. The representation of the shape may be obtained by a recursive process which results in a concavity
tree. Convex hull[12] representation has high storage efficiency. It is invariant to rotation, scaling and translation and
also robust against noisy shape boundaries (after filtering), shown in fig (3.1).

(a) (b)
Fig3.1: convex hull of input leaf

2.3.9-Circularity: Circularity ratio[12] represents how a shape is similar to a circle. There are 3 definitions:
o Circularity ratio is the ratio of the area of a shape to the area of a circle having the same perimeter:
e Circularity ratio is the ratio of the area of a shape to the shape's perimeter square:
e Circularity ratio is also called circle variance. The most compact shape is a circle.

2.3.10-Solidity: Solidity[12] describes the extent to which the shape is convex or concaves [8] and it is defined by
SOLIDITY=As/H
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Where, As is the area of the shape region and H is the convex hull area of the shape. The solidity of a convex shape is
always 1.

2.3.11-Eular number: Euler number[12] describes the relation between the number of contiguous parts and the
number of holes on a shape. Let S be the number of contiguous parts and N be the number of holes on a shape.

Then the Euler number is: EULAR=S- N

2.3.12- Rectangularity: Rectangularity[12] represents how rectangular a shape is, i.e. how much it fills its minimum
bounding rectangle:

Rectangularity = Ag/Ap
Where Ag is the area of a shape; Ag is the area of the minimum bounding rectangle.

2.3.13- Aspect Ratio- The aspect ratio is defined as the ratio of physiological length Lp to physiological width Wp, thus
Lp/Wp.

2.3.14- Diameter-The diameter is defined as the longest distance between any two points on the margin of the leaf. It is
denoted as D.

2.4- SIFT Feature extraction:

Scale-invariant feature transform (or SIFT) is an algorithm in computer vision to detect and describe local features in
images. The algorithm was published by David Lowe in 1999[3] [4].the given method is further patented in US; the
owner is the University of British Columbia.

There are various application where SIFT is most popularly used like: object recognition, robotic mapping and
navigation, image stitching, 3D modelling, gesture recognition, video tracking, individual identification of wild life and
match moving etc.

In past two decades, the topic of image identification with the use of local interest points or local feature of image is
highly focused. There are lots of research are done in this direction like Moraves(1981), Harris(1992), Mohr(1997),
Lowe(1999) and others. The work done of Mohr showed that local invariant feature matching. That can be extended to
general image recognition problems in which a feature is matched against a large database of images. It used rotationally
invariant descriptor of local image regions like Harris corner to select points of interest. We know through find result
Harris corner detector is very sensitive to changes in image scale, it does not provide a good basis for matching images of
different sizes. And at last, Lowe extended the local feature approach to attain scale invariance.

In my research we work provides an efficient implementation of Lowe’s approach, for extracting local descriptor features
of an image which are scale invariant and affine invariant to considerable range. For efficient detection of key points, a
cascade filtering approach is used in which computationally intensive operations are applied only to those sample points
which pass initial test.

Following are the major steps of our approach to generate the set of image features.

Scale-space extrema detection

Keypoint localization

Orientation assignment of key point

Calculation of descriptor vector of key points of image sample

2.4.1-Scale Space Extrema Detection:
This is the first stage where we have to find the interest points, which are called keypoints in the SIFT framework, are
detected. For this, the image I(x, y) is convolved with Gaussian filters G(x, y, o) at different scales.

L(x,y,0)=G(x, Y, 0) * I(x, y) (1)
And then the differences of successive Gaussian-blurred images are taken. Keypoints are then the differences of
successive Gaussian-blurred images are taken. Keypoints are then taken as maxima/minima of the Difference of
Gaussians (DOG) that occur at multiple scales. Specifically, a DoG image D(X, y, o) is given by

D(x, y, 6) =L(X, Y, ko) - L(X, Y, o) @)
Where L(x, y, ko) is the convolution of the original image 1(X, y) with the with the Gaussian blur G(x, y, ko) at scale ko
means
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L(x, y, ko) =G(x, y, ko) * I(x, y) ®)

Hence a DoG image between scales ko and o is just the difference of the Gaussian-blurred images at scales ko and c. For
scale space extrema detection in SIFT algorithm, the image is first convolved with Gaussian-blurs at different scales.

Once DoG images have been obtained, keypoints are identified as local minima/maxima of the DoG images across
scales. This is done by comparing each pixel in the DoG images to its eight neighbours at the same scale and nine
corresponding neighbouring pixels in each of the neighbouring scales. Figure 4 show scale space and DOG, fig 4.1
shows Neighbourhood for extrema detection

Scale

ﬁ;@—»ﬁ

A

Scale
(first
octave)

Difference of
Gaussian Gaussian (DOG)
Fig 4-Scale space and Difference of Gaussian

Fig 4.1- Neighbourhood for extrema detection

2.4.2-Keypoint Localization:

In this stage, we firstly attempt to eliminate more points from the above identified list of key-points. That means those
keypoints that have low contrast or are poorly aligned on edges. This is done by first find interpolated locations of
extrema by using Taylor series expansion of scale-space function.

T 2
D(X):D+6D X+1vTaD (4)
Where D and its derivative are ev @X. 2 X=(x,y,0 ) is the offset form of point. The location
of extrema is defined by taking the derivative of the function with respect to x and setting it to zero. The location of
extrema is defined by

2 —1
& —_9’D" oD
oxX? X

()

2.4.3-Orientation Assignment:

In this step, each keypoint is assigned one or more orientations based on local image gradient directions. This is the key
step, in which we have achieved invariance to rotation. the keypoint descriptor that can be represented relative to this
orientation and therefore achieve invariance to image rotation.
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First, the Gaussian-smoothed image L(X, Y, o) at the keypoint's scale o is taken so that all computations are performed in
a scale-invariant manner. For an image sample L(X, Y) at scale o, the gradient magnitude m(x, y) and orientation e(x, y)
are pre-computed using pixel differences.

9(:;;‘3;) = at-an?(L(:c,y-|- 1) - L(I'y - 1) 'L(I + 1|y) - L(I - l,y)) ©)
The magnitude and direction calculations for the gradient are done for every pixel in a neighbouring region around the
keypoint in the Gaussian blurred image L.
2.4.4- Calculation of Descriptor Vector of given Keypoint:
Now the next step is to compute a descriptor that is invariant to affine distortions and change in illumination. These
Keypoint descriptors typically use a set of 16 histograms, aligned in a 4*4 keypoint descriptor. Each with 8 orientation
bins, one for each of the main compass directions and one for each of the midpoint of these direction. This process results
in a feature vector containing 128 elements.
2.4.5- Keypoint Matching:
Best image match for each keypoint is found by identifying its nearest neighbour in the database of keypoint from
training images. The nearest neighbour is defined as the keypoint with minimum Euclidean distance for the invariant
descriptor vector as described. However, many features from an image will not have any correct match in the training
database because they arise from background clutter. They were not detected in the training images. Therefore, it would
be useful to have a way to discard features that do not have any good match to the database. A global threshold on
distance to the closest feature does not perform well, as some descriptors are much more discriminative than others.
More effective measure is obtained by comparing the distance of the closest neighbour to that of the second-closest
neighbour. If there are multiple training images of the same object, then we define the second-closest neighbour as being
the closest neighbour that is known to come from a different object than the first, such as by only using images known to
contain different objects. This measure performs well because correct matches need to have the closest neighbour
significantly closer than the closest incorrect match to achieve reliable matching.

1. DATASET
The required images for the proposed work are acquired with the help of digital camera. These images are captured in the
close environment to maintain constant illumination and also they are taken in video graphics array mode (VGA).
Database contains the reference image of all kinds of segmented leaves.
The features of Query image and the reference images are extracted using the Scale Invariant Feature Transform[4].
Then, the Query image of the leaf is matched with the reference images in database. Based on the matching of Query
image and reference image, the leaf with highest matching ratio is given as output, which is tagged to the reference
image. Matlab is used for Simulation purpose.
The database images that are considered for the simulation of the proposed work is shown in fig.The dataset which
consists of more leaf images such as Neem, Beech, Cannabis, Pepper, Betel, Polygonum cuspidatum, Marijuana etc.

V. RESULT
Figure 5 shows the GUI form of proposed framework for extracting feature using different method like Geometric
method, LBP and SIFT method.
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Fig 5- GUI of proposed framework

Pandey et al. Page 209



International Journal of

Emerging Research in Management &Technology Research Article May
ISSN: 2278-9359 (Volume-3. Issue-5) 2014

Leaf Image is given as the input to Scale invariant feature transform (SIFT) algorithm to make it scale, rotation invariant.
Keypoints or extremas are extracted from SIFT and Key point elimination is done using corner detection approach.
Finally Leaf images are retrieved using feature or keypoints matching with input image to target image. SIFT algorithm
is rotation invariant and hence it is found to in 50 images in 12 different plants species and matches in keypoint matching
method for Betel leaf and rotated Betel leaf as shown in (fig.5.1)

SIFT algorithm[4] is rotation invariant and hence it is found to give 2105 matches in ratio method for Betel leaf and
rotated Betel leaf as shown in fig.5.2-

Fig 5.2- Matching with different shapes (Marijuana and Hydrastis)

SIFT algorithm [3][4] is rotation invariant and hence it is found to give number of matches in ratio method for Betel leaf
and rotated Betel leaf as shown in fig.7 SIFT algorithm is rotation invariant and hence it is found to give number of
matches the find keypoints for input leaf image sample in (fig 5.2).

matlab snapshot for keypoint for a leaf as shown in (fig.5.3). These points act as local feature for leaf and uses as

descriptor to find and match with given dataset of different leaf image. Figure.54. shows the collection of dataset leaf
image belonging to different species.

Figure 2
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Fig.5.3- SIFT keypoint descriptor in given leaf
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Fig5-4-show the dataset of teaf image

In this modal firstly load a leaf image and performed given method for feature extraction and also given a target leaf
image to match both of them using single layer training neural network, matching features of both of them (input and
output leaf image) them find the best of them for given input leaf image. If we match same image for finding feature then
all methods works well, in case of dissimilar image we found that geometric feature method works well and find 93%
accuracy then LBP gives 89.32% accuracy and SIFT gives 88.4% accuracy in finding results.

Tablel- performance analysis of proposed framework

Sr.no Used method Accuracy (%)
1 Geometric feature extraction 93%
2 Local binary pattern 89.32%
3 SIFT 88.4%

3.1-Performance Analysis of the proposed framework and compare with existing:

Performance of proposed framework can be evaluated using Precision and recall. In this process we choose retrieve result
for given input and find the best match. Considering the database that consists of 50 different leaf samples, the
performance analysis has been calculated from the parameters such as Precision, Recall and Error rate. Precision in terms
of the percentage of precision is said to be the retrieval efficiency. These parameters characterize the performance of the
image retrieval system.

20 Accuracy in (%)
100
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LBP
40 SIFT
20
0
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Fig.5.5- performance of accuracy in %
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This graph (figure.5.5) gives the retrieval efficiency of SIFT, LBP and Geometric Feature for shape feature extraction.
From the performance analysis we obtain very high retrieval efficiency for shape with Geometry based method. SIFT
gives better result in matching of similar plant species Shape with texture based algorithm (LBP) has better performance
than the (SIFT) shape algorithm. All these methods are proved to be efficient than the existing methods. As shown in
(fig.5.5).

If we compare with existing work done it have find better results over others. The performance of the proposed method is
proved to be more efficient than the existing framework by providing classification accuracy. Combining different shape
and texture features extracted from the images enhance the accuracy of the system. Results on a database of 50 plant
images belonging to different types of plants species with different orientations scales, and translations show that
proposed method outperforms using geometric feature method with 93% of accuracy .Results on a database of 50 plant
images belonging to 12 different types of plants with different orientations scales, and translations show that proposed
method outperforms the recently developed methods by giving 91.3% of retrieval efficiency for 20, 50, 80 and 100
retrievals. All methods are work well with similar match. Best result has to found using these methods over existing.

Table 2- comparison of accuracy with existing work done

Sr.no No. of  feature Used methods Proposed Existing
retrieval framework

1 10 Geometric feature extraction method 97% 75%

2 10 LBP 90 78%

3 10 SIFT 87 85%

V. CONCLUSION & FUTURE SCOPE

A leaf shape based plant recognition system has been proposed to identify the required leaf from the database. The
proposed framework uses the efficient feature extraction methods like scale invariant feature transform (SIFT), local
binary pattern and geometric feature extraction method for shape based feature extraction Then the matching is achieved
by incorporating descriptor ratio method.

The performance of the proposed method is proved to be more efficient than the existing framework by providing
classification accuracy. Combining different shape and texture features extracted from the images enhance the accuracy
of the system. For the leaf recognition the segmented leaf image is taken as an input for simulation using Matlab R2012a.
The performance of the proposed method is proved to be more efficient than the existing framework by providing
classification accuracy. Combining different shape and texture features extracted from the images enhance the accuracy
of the system. Results on a database of 50 plant images belonging to different types of plants species with different
orientations scales, and translations show that proposed method outperforms using geometric feature method with 93% of
accuracy. Results on a database of 50 plant images belonging to 12 different types of plants with different orientations
scales, and translations show that proposed method outperforms the recently developed methods by giving 91.3% of
retrieval efficiency for 20, 50, 80 and 100 retrievals. All methods are work well with similar match. The proposed work
can be applicable in the field of agriculture field, botanical gardening, and herbal plants. Framework is useful for
preserving plant species in different location and improves extraction strategy. Some improvement may be possible in
given field using some advance techniques like fisher vector, pooling methods for extraction features of given sample.
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